
CS 70 - spring 2024

Lecture 15 : March 7



To-day :t.tv#sEMabiliyQ
: What is piobabiity ?
A : A precise way of talking / reasoning about

uncertainty

In Computer Science :

- randomness in data , Comins .
Channels etc .

- probabilistic algorithms



Some Questions we will answer :

1
. If we randomly assign 1000 jobs to 1000 processors

what's the probable largest load on a processor ?

2. In a game of chance at a casino,
how likely

are we to go bankrupt before we win $1,000
?

3
. If a certain medical test comes up negative ,
what's the chance that the patient has the disease ?

4. Can uncertainly sometimes lead to better

algorithms ?



We always start with a Randeep
-eminent

Exampled : Toss afaivcoin

Possible outcomes : H (Heads)
(sample space) T tails)

Probabilities : H : 112

T : 1/2

Heads Tails

Sample space : D= { H , T }

Probabilities : Pr [1-17--1751]=112

Outcomes/+ Probabilities =/PWbabihtySpace=
Sample space



Exampled : Roll a fair 16 -sided) die

Sample space : R= { 1. 2,3 , 4,5, 6 }

Probabilities : Pr [D= 17127 -- - - - =Pr[67=1/6
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Exampling : Toss a biased coin

D= { H , T}

Probabilities : 1711-1] =p Put] = 1-p

where Osp a- 1

[ p=K is fair coin ]



Éamp4 : Toss two fair coins

D= { HH , HT, TH , TT }

Pr [HH) = Pr[ HT] = Pr [TH] = Pr ITT
] = 1/4

14
• HH

;¥
•
44""

TT



Exainpeb : Toss two biased coins , both having
Heads probability P

D= {HH , HT, TH , TT }

y if I ¥5
P2 pltp) 4-p)p

NOI : p42p(tp) + (tp)
'

= 1 th> c- [0,1]

"
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'

( binomialthem . )



P-wpevlie-ofapr-babih.lySpacer
: set of outcomes /sample space

WER : an outcome / sample point

Pr [w] : probability of w (tweet)

Probabilities must-have satisfy :

ti) V-wed , 0s PREW] ← 1

fii ) E Pr[w] = 1
WEI



Uniform Probability Space
-
-
-

In a uniform pub . space , all outcomes
are

equallightly , i-e-.
Pr[w]= ¥ V- wer

Éxampes :
• Tossing one Connore) fair coins

• Rolling one (or more) fair dice

• Dealing a poker
hand

:



Questions about Random Experiments

E.g. Toss two fair coins .

What's the probability Kaye comes up H ?

D= { HH , HT, TH , TT }

Answer : Pr [exactly one Head] = Pr [1-1-1]+PITH]
= 1/41-1/4 = 1/2



Events
An event , E, is any

subset of the sample space,

i. e
,
E ER .

The probability of E is defined as

Pr [E) = E Pr [w]
WEE

←
E = exactly

I
• HH one Head

⇐÷:*



Events in Uniform Prob
. Spaces

In a uniform prob . space , Prcw] = ¥, twer

and so :

Pr [E) = E Rho]
= 1¥,

WEE

so
,

in uniform spaces ,

v.Probability = Counting



Éxampe : Roll twofair dice

what is Pr [ sum is 8 ] ?

6 • ③ • • • • Irl = 36
5 ••⑨• Pr [w] = 1/36 twer
4 • • • ⑨ • •

D=
3 • • • •• ⑨ •

2 • • • • • ⑧ D= { Ci,;) : Kis 6 }
1<-82-61 ⑥ • • • • •

1 2 3 4 56 w = (i.j)
e. g. w

= (3,6)

Event Es = sum is 8 : Pr[Eg]= Y¥ = 5-36
Event Ez = Sunnis 2 : PRIED = = ¥



Eixample : Toss a fair coin 20 tunes

D= {HH - - - H
,
H H - -- HT

,
- - - ,

TT . - -

T} v21 = 220

QI : Which outcome is more likely ?

W
,
= H H H H H H H H H H H H H H H H H H H H [20 Heads]

Wz = TH TH H T T H T T T H H T H T H HTH [10 Heads]

A1 : Pr [w,] = 1/220
Pr [Wz] = 1/220



Eixample : Toss a fair coin 20 tunes

D= {HH - - - H
,
H H - -- HT

,
- - - ,

TT . - -

T} Irl = 220

QI : Which outcome is more likely ?

W
,
= H H H H H H H H H H H H H H H H H H H H [20 Heads]

Wz = T TI T tf tfT T IIT T T H H T H T H HTH [10 Heads]

A1 : Pr [w,] =

Pr [Wz] =

QI : Which event is more likely ?
Eso= 20 Heads

E-so = 70 Heads

AI : Pr[Ez] = 1/220 = 10-6

LED = Y¥=É÷ = 182%-756 = 0.176



Toss a fair coin 20 bines

Events Ej = Exactly i Heads (Osi a- 20)

Pr[Ei] ^ PrIEi)= 12¥

>i



trample : Poker Hands
r = set of all possible 5-card poker hands IRI = (5-3)

Pr [w] = ¥ tf hands WER = 2.6m

Events : Face = hand contains at least one ace

E- Flush = all cards belongto same suit

EstFlush = flush all cards in sequence

1¥)
• Pr [Face] = ¥f¥ = 1- lEF¥, =L - Tsz, = 0.34

hr ,
=

= 0.002
• Pr [Efwsh] = lEFw#

• Pr [Estfwsu] = lEE =
= ¥4,

-20.000015



Eixample : Non - uniform prob . space

Toss two biased coins , Heads puts . p
Event E = exactly one Head

Pr (E) = Pr [ HT]+ Pr [TH ] = 2pA - p )
pltp) (tplp



Éxampe : Monty Hall Problem 3 doors

1 prize (ear)
•

1
•

2

•

3

2 goats

1. Host places prize behind a randomly chosen door
2

.

You pick some door (say , Door # 1)

3. Host opens one of the other doors that has a good
4. Host offers you the option of sticking or switching

doors

Q : what should you do ?



"

Monty Hull Problem
"

- inspired

by 1970s game show
"

Let's

make a Deal
"

Famously discussed in
"Ask

Marilyn
"

column in Parade

magazine by Marilyn vos

Savant ~ 1990



Probability space (assuming you initially pick Door #1) :

D= { (1,2) , ( 1,3) , (2,3), 13,2) }
It

prize door
door opened

by host

Pr [11,2)] = 1-3×1-2 = ¥ (host may open either door)

(-.-
-)

Pr [(1,3)) = 1-3×1-2=1-6
Pr [12,37] = Is (host ums_t open Door #3)

Pr [13,2)) = Is l - -- - #2)

"

sticking
"

strategy : Pr [ sY¥¥1g] = 46+1/6=43
←

"

snitching
"

strategy: Pr [sYÉ¥ng] = 43+43
= 43 ←



Notes
1. Illustrates importance of understanding /
carefully defining the pwbabihIP.ae

2. Think about the game with Wes :

• • • • co • • • • ↳ •
• •

1 2 . .
.

. -
- 99 100

• You pick (say ) Door # 7

• Host opens a.tl#e door (leaving just 2 doors )
• Would you switch

? prluinbysuitchiy] -_%o



Summary
• Definition of a probability :

D= set of outcomes

Prfw] = pwbhty foreach wer

• Events E- c- r
-

Pr [E ] = fee Pr [w]

• Uniform probability space
:

Prfw ] = ¥ t wer

Pr[E) = 1¥,
V-E er


