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Review of Previous Lecture

•• Variance : For a random variable with Ek]=t

Vow /Xl = Elk-MY = E-1×9-A

standard deviation : ok) = iF

Measures
"

spread
"

of the distribution

•• To compute E[✗
2] :

E 1×9 = £ a- ✗ Pr (✗=a]



Review (cont . )

••• X~B.vn/n,p):ECx7--npVarfx7=npf-p)

• ✗ ~Geom(p) : Elx)=tp Vavlx]=lz
• ✗~ Poisson /X) : Efx]=X Va[x]=×

• For any v.v . ✗ and constant c
Vavlcx)=eVav(X )

• If ✗ it are independent
,
then

Varcxty)=Var(x)+Vav(y)



Review (cont . )

• For any two v.v. 's ✗ ,Y :

Varkey)=Var(x)+Var(9) +2Cov(✗ is)

• Covariance Covcx
,
=E[Xy] -ECXIEIY]

= Elk-9×119 -My )]

>0 : pos . correlation

• cov(✗it){<o : neg . correlation

• Corral>D= ¥¥¥, flies in [-1,1-1])



Plan for Today
• Concentration inequalities :

"

how far is a r.ir .

away from its expectation?
"

• Markov 's Inequality

• Chebyshev's Inequality (based on Variance)

• Applications to Estimation

• Law of Large Numbers



Concentration Inequalities

Q : what are they ?

A : Inequalities that tell us how far a r. v. ✗
is likely to be from its expectation Efx] ?

Q : why is this useful ?

A : Expectations are easy to compute - so if✗
is close to Efx]

,
we have a lotof info .

about ✗



Markov's Inequality
Example : Suppose I tell you
1. Random variable ✗ is non -negative
(i.e.

,
✗ 30 always - w - prob - 1)

2. E-1×7 = 10

What can you tell me about
Pr [✗→ 50] ?

-1÷E÷



Markov's Inequality
Example : Suppose I tell you
1. Random variable ✗ is non -negative
(i.e.

,
✗ 30 always - w - prob - 1)

2. E-1×7 = 10

What can you tell me about
Pr [✗→ 50] ?

11/15

4115

- too to to 50
EAT = ¥5 ✗ 1-100) + ✗ 50 = 10



Theorem ( Markov's Inequality ]

For any non - negative random variable ✗ and any c :

Fr IX > c) c- I ✗ E- [×]

Proof : Supposefor contradiction that Pr[✗7C] > { EAD .

By definition of Efx] :

ECX] = £ a ✗ Pr(x=a]

7 §,
a ✗ Pr [✗= a] ←

because ✗70 !

Z C ✗ Pr[✗ 7C]

Hence PRIX>c) = E. E- [×] ☐
.



Éxample : ✗~ Binomial (n > Yz)

Recall : EIX]=np= v42

Markus : Pr [✗ > c) a- E¥]

⇒ PRIX > 344 ] I E. ✗ E-1×7=2-3

Note : This upper bound is correct but far from
the best bound we can get- see later ?



Q : Suppose we also know Var (X) - does thishelp ?

A : Yes ! Recall that Var (X) measures expected
Gauared) distance of ✗ from ECX]

"' " ' "'

e[×]

""" " '

If VWCX) is small , then the prob .
that X

is farfrom ECX] should be small



Chebyshev 's Inequality
Theorem : For any v.v. ✗ and any

c :

Prix- E- 1×31 > c ] s Vav
Compare with Markov :
• Doesn't receive ✗ to be non - negative
• Givesa two-sided bound (above and below E- [×])
• c is replaced by c-



Chebyshev 's Inequality
Theorem : For any v. v. ✗ and any

c :

Prix- E- 1×31 > c ] s Vav
Proof : Define the r.ir. Y=(X-E[xD

Note that Y is non -negative so we can

apply Markov 's inequality to it :

Pr IY > I] a- E
i.e. Pr [(X-E[xD > a] = E[¥I]

i.e. Pr [ 1×-2=1×317 c) c- Vay¥ ☐



Example : ✗~ Binomial In , 42 )
Recall : E-1×7 = up = nlz Var A) =npfp)=nK,

Chebyshev : Pr / IX- Ent > c) ← Va✓c¥
⇒ Pr / ✗ a 3¥] = Pr / IX- Ean 1244 ]

← VIII. = ¥÷y=÷

µ This is much better than Markov (which
② gave us Pr /✗ a 3¥ ] a- F)



Equivalent statement of Chebyshev

For any r. v. X :

Pr [ IX- E 1×71 > Kow] ← ¥
Pref : Plug in C = kolx) to Chebyshev :

Pr LIKE 1×71 > KOCH] s Vail
(Kra))
'

=

Y.fi?-*i-EEXample-:For any r.ir. ✗ , the probability of being
more than 2 s. d. 's from mean is ⇐ 1/4



Éxample: ✗ ~ Poisson Al

Recall C- 1×7=7 Vara)=X ok)=F

Chebyshev : Pr / 1×-71 > KA] ← ¥

E.g. 7=100→ Pr / 1×-1001720] ⇐ 44

÷¥



Application : Statistical Estimation

Goat : Estimate the proportion of smokers in the population
within I 1% with confidence >, 95%

"

Opinion Poll
"

: Take a random sample of N people
Ask each person if they're a smoker

Output the fraction of the sample
that says

"

Yes
"

Key Question : How large does N have to be to
ensure accuracy I1% confidence 95% ?

Note : Assume for simplicity we choose people with replacement
so that samples are all independent



The Math Define r-v.SN by
i says

"

Yes
"

Sn = X , -1×2-1 . - - ✗Xw where Xi -- {LILLI?
Output D= 1- ÉX; ← our estimate of

N in
the true unknown
proportion p



The Math Define r-v.SN by
i says

"

Yes
"

Sn = X , -1×2-1 . - - ✗Xn where ✗i={f¥EI?
Output D= 1- ÉX; ← our estimate of

N i=l
the true unknown
proportion p

Elp] = LEE[Xi ] = 1- ✗Np = P-
"unbiased

N i=l N estimator
"

Vowfp)= ÷ EVar(✗it = # ✗NPITP) = Pf II.easesN i=l

⇒ :O



The Math Define r-v.SN by
i says

"

Yes
"

Sn = X , -1×2-1 . - - ✗Xn where ✗i={f¥EI?
Output D= 1- ÉX; ← our estimate of

the true unknownN i=l proportion P

Efp] = LEE[Xi ] = 1- ✗Np = P-
"unbiased

N i=l N estimator
"

Vowfp)= ÷ EVar(Xi ) = k×NP(tP) = Pf%IreasesN in N

⇒!

Chebyshev : Prltp - pl > e] ⇐ V%=P&
± ¥N



Chebyshev : Pr Itp - plz e] ⇐ ¢¥
Recall : we want Pr / IF- pl >, 0.01] a- 0.05

¥1% 95% conf .

So we set E = 0.01 and ¥g a- 0.
05 :

40N z 1-
0.05

N I ¥ = 50000

• Same calculation works for any desired accuracy confidence
•• Actual sample size requiredis a lotsmaller (using

stronger concentration bounds instead of Chebyshev )



Generalization : Estimating ECX] for any r.ir. ✗
E.g. estimate average wealth of US population

Strategy : Sample N people randomly I indep .
Let Xi = wealth of ith person

Output in = ¥§, ×; ←
estimate of
three-man
A- E[Xi]

E-[Ñ] = IN . NM =M write Varlxi)=o2

Vow/Ñ) = Nt §
,

Vara;) =L . Not = 6¥
J



EIÑ]=n Varlet )= I
suppose we want accuracy -1 EM , confidence I -8

Chebyshev : Pr [ IÑ -MY EM] ⇐ V%f = µ°÷µ
So to ensure confidence 1-8 we need inherent

✓costof
estimation

n%→ or ⇒ N > F- ✗¥
←

problem- specific
cost



Elin]=n Van IÑ) = I
suppose we want accuracy ± EM , confidence I -8

Chebyshev : Pr [ IÑ -MY EM] ⇐ V%f = µ°÷µ
So to ensure confidence I-8 we need inherent

estimation

N%¥ or ⇒ N > y÷×
"tot

←
problem- specific
costWhat values should we plugin for or,M ?

We can use any upper bound on 6 and any lower bound onN

E. g. for US wealth , could use M > 50,000
But 0 is a problem ! Elon Musk 1$00B)⇒ ozz"÷÷%

= 1014 !!!



Na LI × ¥
However

, suppose we know that nobody's wealth
is more than K times the average wealthµ

Them Xi ⇐ KM and so

Van (Xi) = E [☒i -MY] ⇐ ¢-15M

And then 0£ ⇐ (K - IT, so it's enough

to take N z Ck -D- ✗ less
E.g. fork =3 , E- 0.1 , 8=0.05→ N = 8000 suffices



independent, identicallyLaw of Large Numbers distributed
to

theorem : Let Xi , Xz . . - - be a sequence of i. i. d.

random variables with common expectation M= ElXi ) .

Than Sn = In .¥X; satisfies
Pr#Sn -M/ → e]

→ 0 as N→ as

for any E >0 .

English : We can achieve any desired accuracy e >
0

and any desired confidence 1-8 < 1

by taking the sample size N large enough



independent, identicallyLaw of Large Numbers distributed

theorem : Let Xi , Xz , . . - be a sequence of i.¥. d.
random variables with common expectation M= E[Xi ) .

Than Sn = In .¥X; satisfies
Pr#Sn -M/ → e]

→ 0 as N→ as

for any E >0 .

Proof : Let Y = tnsn .

Then E/Y) = 'ÉE[Xi] = µ
i= I

Varly) =¥ ÉVa✓(Xi) = F- where F- Varlxi)

chebyshev-iprf.ly-M > e) ⇐ ✓aE=N¥ Foo


