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Summary of Last Lecture

• Markov's inequality (for non-i-reg.r.ir .'s )

Pr / ✗ > c) ± I ECX]

• Chebyshev's inequality (for all r. v.
'

s )

Pr I IX- EM I > c) E É Var (X)

Pr 11 X- EIN/2 crlx)] ← ¥



Summary of Last Lecture (cont. )

• Statistical estimation :

Xi
,
Xz , - - .

,
✗µ are i. i. d. v.v .'s with

expectation Efxi) =M , variance Vara;) = 5

Estimate of Nis : Ñ = ¥ (X, + . -
- +XN)

Thin : If we take N >, F. .¥ samples , then

Pr 11 Ñ-M > em] s or

• This is (a quantitative version of) the Law of
Large Numbers



Continuous Probability
Up to now all our probability spaces were discrete
i. e.

, finite or countably infinite

• Specify Pr[w] • I
•

for each we r • •

•
• 0 = Pr[w]s I

• w •

•

• E Pr[w] = 1
WEI

NOI : This implies all random Variables are also
discrete (i. e., take on at most countably
many values , e.g. , 0,1>2,3 , - - - )



What if our prob . space is uncountable ?

E.g.
" wheel of fortune

"

Pointer can end up at any
position in [0,1] , where

l = circumference of wheel

(or, equivalently , at any angle
in [0,21T] ) → uncountably many outcomes

compare roulette wheel :

only 38 outcomes



How do we assign probabilities ?rzb
to outcomes ?

• For each WE [0,1 ]
,

Prlw] = ??

• E Pr[w] = I ? ?
WE [0,1]

Solution : Instead assign probabilities to intervals :

for 0£ a<bed ,

Pr Kab] ] = 1%1%1,1;¥=b±- e



Solution : Instead assign probabilities to intervals :

for 0£ a<bed ,

Pr [ [a, b] ] = length of lab]

§µ,
= bae

These intervals are now our atomic / basic events
(replacing sample points w before )

Note that Pr / [0,1]] = 1 and Pr /a)= Prca,a)1--0

We can then compute the probability of any
event that can be expressed in terms of
intervals - e.g. Pr [UI;] = §Pr[I;] for disjointintervalsIi

General theory of continuous pub. spaces→ measure theory



Continuous Random Variables

E.g. hit ✗
= position of pointer in wheel of fortune

Range of ✗ is the continuous interval [0, l ]

Again , Pr [✗=a] = O ta

But we can define Prfaexeb] = bF

To makethis moregeneral , we need the idea of
probability density



Definition : A probability density function (p. d. f.)

for a continuous r- v. ✗ is a function f- : R→R
satisfying :

• fcx) 70 V-✗c- R

a

• 1,81×1dx = 1

Then the distribution of ✗ is defined by

Pr [as ✗ ⇐ b) = fabflx) dx facts

total area

m"f¥= 5%5-1×1dx
= 1

a b
→✗



Example : Wheel offortune

Here ✗ is uniform on [0,11, i.e. ,Prlaek-bt-b-ap.d.fi
n flx)

c- Yet
→✗

e

flx) = {
° ✗ <0

C 0s ✗ ← l

0 ✗ > l

[Jfk)d× = Cl =L ⇒ c. = Ye

For Ota< bsl : Pr/as ✗ c- b) = fabflxldx = CHE = ¥



Comparison with discrete distributions

histogram

*
a*bI=a€pr[*inÉ¥É¥¥¥,b

p.at. N¥É"
Pr/as✗⇐ b) = fabflxldx →✗

BUT NOTE : ffx) is NOT a probability of E.g. can have

81×7>1 ! !

Instead, flx) is the probability density at ✗



Probability Density

:E
xtdx

Pr (✗E Xt xtdx] =/flxldx
✗

If4)dx¥1
✗ +ax

f-A) =
"

probability per unit length
"
at × (density )



Definition : The cumulative distribution function (c. d.f.)

Of a continuous r- v. ✗ is defined by

Flx) : = Pr /✗⇐ ×] = /
✗

flzldz
-00

Flx)
1- - - - - - - - - - - - - - -

flx)

_¥ÉL ⇒✓
✗ >

✗
0

Note : • FIX) increases monotonically to 1 as ✗→ as

• fG) = dF
DX

• Can use either flx) or 1=1×1 to define riv. ✗



Example : Wheel of fortune

flx) He

0 e
>
✗

0

out 1 : e
Ye axel

÷
o e

FA) = {
0 ✗< ° flx)=dIHe osxsl
1 ✗ >e



Expectation Variance

Defy : The expectation of a continuous rv. ✗ with pdff is
00

ECX) : = [
•

✗flx) dx

[Compare : EH] = § a. Pr [✗=a] ]

Defy : The variance of ✗ is

Vava) : = Elk- EADY = EH]- EAT
a

= fxzflxldx - EAT
-as

Generally : For a function G :R→R,

E 19(X) ] = f)Glx)f(× ) dx



Example : Wheel of fortune
flx) Me

81×1 = { Fe E-Ee
0 ✗ > l

0 e
>
✗
O

ao

EAD = f.xflxldx = [ I dx = ¥1? = l

-2

00

Vara)= [
•

xzflxldx - EAT

G- ax = ¥1? =
e-
3-

⇒ Vow (X) = Eli] - E[×]2= ¥-¥ = ¥2



Compare : discrete uniform distribution on [0,1-1]
(assuming l integer)

i.e.
,
Pr /✗= i] = f- for i. = 0,1, - - - , e- I

ECX] = f- [0+1+2-1 - - - + l - l ] = et.ee#=ez-1Varlx1--ElXT-ElxT
f- 10+1+4-1 - -

- +¢-1T]

= f- 411%21--11 = 4-1*21-11
⇒ varix)=H" - =



Markov 's Inequality
Thin : For a continuous r.ir . with p .

d.f. f satisfying
flx) -0 for ✗<0 :

PRIX > c) ⇐ E

Chebyshev 's Inequality
The : For a continuous r- v . ✗ :

Pr / IX- EAN > c) ⇐ Vw



Joint Distributions

Defy : A joint density function for two r- v. 's X , Y
is a function f : R2→ IR satisfying :

• f-(x , y) > 0 V-x.ge R

• [? [of flx ,g) dxdy = 1
The joint distribution of ✗

,
Y is then

Pr /ask b , ce Ted] = {dfabflxiy) dxdy
>
y

a

/ flay )Interpretion of flx ,y) : v

prob - density perunit
area at lxiy)

*
"
"

> ×



Example : Two - round game

• Round 1 : You stake $1 and win amount ✗
uniform in [0, I ]

• Round 2 : You stake $✗ and win amount Y
uniform in [0, X]

→
• flx ,g) = 0 outside red triangle

• Density of ✗ is uniform y=×

on [0
,
l ] 0

• Given ×, density of y is uniform I
>
✗

on [Qx]

• flx,y) = { Vex for Cay) c- a

0 otherwise



• f-(Ky ) = 0 outside reds

,

Kid

• Density of ✗ is uniform
on [0

,
l ]

• Given ×, density of y is uniform >
✗

on [Qx]

• flx,y) = { Hex for Cay) c- a

0 otherwise

cheek : I f.FI#y1dxdy=foYffeIdy)dx--hiHexlI)dx
= site dx = ¥1! = 1 ✓



• flx,y) = { Vex for (*y) c- 1-1

,t
stays

0 otherwise

>
✗

E-

ftp.fffa?yflx.y)dxdy--flfff-xdydx=si(#li)d---folEedx
= ¥1! = ¥



Independence

Defy : Continuous r.v. 's ✗ ,
Y are independent if

Pr/a£X⇐b, eyed] = Pr /as ✗a-b) Prf eyed]
t a<b. card

Thin : If ✗ it are independent with Pdf's 5- (x) ,
g (g) respectively , then their joint density
hlx,y) is given by

hlx,y) = fling(g) Kay c-R



Application : Buffon's Needle
: :De I - \
,

0

:

• board with line's dist. 't apart
• needle lengthl

• throw needle randomly onto board

• let ✗ = {1 if
needle hits a line

0 otherwise

claim : E[X] = ¥



✗ = {1 if needle
hits a line

0 otherwise

claim : E- [X] = ¥

If claim is true then we can estimate it as in

previous lecture !

Perform experiment N times→ X
, ,
. . .

,
✗n 4. i.d.)

Output p^ = f- ( X , + . . -+✗N )

Than Efp] = ¥ ⇒ F- estimates it
Number of trials needed for accuracy (IIE)IT with
confidence 1- or is (byChebyshev) II.edge¥



:

e I

i.

Outcome of throw described by 2 random variables :
Y : = dist

.
between needle midpoint 12 closest hire 0EYE %

① : = angle between needle ☒ vertical -142£0£ %



:

EI yµ
i.

Outcome of throw described by 2 random variables :
Y := dist

.
between needle midpoint tlclosest hire 04<-42

① : -- angle between needle ☒ vertical -1%19<-172

Joint density fly ,G) uniform over rectangle
[0,1/2] ✗ fñk , ] no
⇒ fly , a)= {%e

Hide ☐ ñk

0 otherwise
-1172

f = area of ☐] 0
yz > is



fly , a)= {%eb.ae
☐

0 otherwise

✗ = { " if needle hits a
line

0 otherwise f-
Claim : E-[×] = 2€
Note that Efx] = Pr [E] where E is event

"

needle
hits line

"

Q : when does E- happen ?

A : When Ye E cos0



fly , a)= {%e1y.ae
☐

0 otherwise

✗ = { " if needle hits a
line

0 otherwise

Claim : Efx] = 2€
Note that Efx] = Rr [E) where E- is event

"

needle
hits line

"

Q : when does E- happen ?

A : When YI ¥ cos itz ekcos0

So Pr [E) = Pr [ y=EcosQ] =/ /fly,a) dydo
-11-12 0

IT/z

= .fi?(?f-e/o
" ""

/do = f so do = f- sino/ = ?

-1172
IT

- IT/z


