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Recap of Previous Lecture

• Continuous r - v. ✗ is described by a prob . density function

f : IR→R s -t .

• f-G) 20 V- ×

• faith)d× = 1
É¥¥¥É→

• Pr /as ✗ c- b) = lab f-A) dx

• Note : 81×1 is probability densitypevunitleng.tk?PvlxsXsx+dx
] = 81×1dx for infinitesimal dx

• Cumulative disk fun . : Flx) = Pr(✗ ⇐ ×] = fjflzldz
5-(X) = Fcx)



Recap (cont . )
• Continuous uniform distribution on [L, R] :

0 ✗ < L flx)

flx) = {VCR-L) L ← ✗ ← R KR-4^1
0 ✗ > R

"

L ab R
>
✗

b-a_
For Lsa_<b<_R : Prca a-✗ a- b) = pet

• Expectation : EIX)= [xflxldx
• Variance : Vara)= FIXZflxldx - EAT

=¥



Recap (cont . )

• Joint distribution of v.v. 's ✗ , Y : pdf f. R'→ IR

f(Ky) > 0

LILI flay) dxdy = I

Prfasxeb, d- Y ⇐d) = fab [dflxiyldxdy

• X, Y are independent if V-a.b.c.cl :

Pr /as ✗a- b, eyed] = Pr[aeX←b] . Prayed]

✗it independent ⇒ fcxiy ) = f×(x ) fy (y )



← From Last Lecture !
Example : Two - round game

• Round 1 : You stake $1 and win amount ✗
uniform in [0, I ]

• Round 2 : You stake ✗ and win amount Y

uniform in [0,1¥ winnings from Round 1

→
• flx ,g) = 0 outside red triangle

7

• Density of ✗ is uniform y=×

on [0, I ] O
l

e-
• Given ✗ = ✗ , density of Y is uniform >

✗
on [0

, ×]

• flx,y) = { Hex for Cxiy) c- a

0 otherwise



1%2
• flay1=0 outside reds

,)÷÷÷;←H
""

• Density of ✗ is uniform
on [0

,
l ] ;

✗

• Given ×, density of y is uniform >
✗

on [Qx]

• flay) = { Hex for Cxiy) c- a

0 otherwise

flay) = fxlxlfy ,✗( y) = f- ✗ ¥
= ¥

Cf. discrete : Pr/X=a,Y=b] = Pr [X=a]Pr[y=b|✗=a]

Check : [I [Iflxiydxdy = fol f dydx = I

N

ALSO : E / Y] = f)yflxiydxdy = ¥ Efx] = fooxflxiyldxdy = ¥



Today
• Exponential distribution

• Normal (Gaussian ) distribution

• Central Limit Theorem

(" averages always look like Gaussian
"

! )



Exponential Distribution

Continuous - time analog of Geometric distribution

Recall : ✗ ~ Geom (p )
Pr /✗= K] = 4-p)

""

p
Interpretation : ✗ = no . of trials until the

first success where p = success prob .

Exponential distribution measures the time we
have to wait until some event happens ,
given that events happen at fixed rate ✗
(in continuous time)



Definition : An exponential v.v. ✗ with parameters
is a continuous v.v. with p - od - f .

f-1×1 = { ✗e-
*

✗ so

0 ✗ < 0

We write ✗~ Exp (7)



Definition : An exponential v.v. ✗ with parameters
is a continuous v.v. with p - od - f .

fat = { ✗e-
*

✗ >0

0 ✗ < 0

We write ✗~ Exp (7)

Check p .
d. f. conditions :

• 81×170 ✓
a

• 1%-1×1 dx = § ✗e-*dx
=
-e-

✗ ✗ 15
= 1 ✓



Connection with Geometric distribution exp. decay
rate
,
✗

"

✗~ Exp (t )
as

☐

Then PRIX> t) = £1e-✗✗d× = - e-
✗× / = e-it
t

1¥¥



Connection with Geometric distribution exp. decay
rate ✗

"

✗~ Exp (X )
•

to

Then PRIX> t) = £1e-✗✗d× = - e-
✗× / = e-it
t

Discrete time setting : Sp . we perform one trial

every 8 seconds, with fixed success puts . ✗ per unit time

Then # trials until first success is Yu Geom ( p)
where p= 28 .

And time until first success is -1=89
(seconds)



Connection with Geometric distribution exp. decay
rate ✗

"

✗~ Exp (X )
•

to

Then PRIX> t) = £1e-✗✗d× = - e-
✗× / = e-it
t

Discrete time setting : Sp . we perform one trial

every 8 seconds, with fixed success puts . ✗ per unit time

Then # trials until first success is Yu Geom ( p)
where p= 28 .

And time until first success is -1=89
(seconds)

Now let 8→0 ( so also p→ 0)

Then Pr /T>E) = Pity > f-] = ( I - p)40=(1-1,8) to
→ e-

at

C- 4)
✗
→ e-

✗

✗→a
as or→ 0

Ct , 7 fixed)



Expectation Variance
a du = dx

E- 1×1=1×7-1×1dx-f.gg?e;dx-(dEIxe-x-ax
-ao v = - e-✗*

= - ✗ e-1×15 + [e-* dx
= O - Ie

-* 1? = ¥

Recall :
"

Integration by Pats
"
:

fudv = ur- fvdu



Expectation Variance

E- 1×1 = ¥
du = Zxdx

E-1×4 = 11×4-1×1dx = É¥\éaYd×_ {! e-
*ax

V = - e
-✗✗

= - ☒e-
✗✗ \? + [2✗e-

"

dx

= 0 + ¥ EH] = ¥
Vow /X) = EAT - E-1×5 = ¥ -¥ = ¥

Recall :
"

Integration by Pats
"
:

fudv = ur- fvdu



Normal (a.k.a . Gaussian ) Distribution

For any Me IR and on >0, a continuous v.v. ✗ with

P -d -f . f(× ) = ✓z¥, e-
*"%"

is a normal r-v . with parametersµ,f) .

We write ✗ ~ NIM, F)

M=0
,
or = I → standard normal distribution



flx) = ✓z¥ e-
¥472m

standard integral :

f.) e-×%d× =Fitcheck : • f-(x) > 0 ✓

a

• fotlxldx = ✓z¥. fie
-*Mi

t

,
dx = 1



Fact : All normal distributions are the same up to
shifts and scaling

If ✗ ~ NIM, or 2) then Y = ×¥ ~ NO> 1)

Proof : Pr /as Ye b] = Pr / rains ✗ ⇐ orb -1M]

g☒-Ñ/20 ' dx=✓¥ñ 1%+1
oath

change of variable :}y = ×¥
= ✓¥- f

b

e-
%

. rdy
a

= ¥ lab e-% dy ✓



Fact : All normal distributions are the same up to
shifts and scaling

If ✗ ~ NIM, or 2) then Y = ×¥ ~ NO,1)

Books/internet usually just give c. d. f. of standard
normal

,
i.e. , you can look up Pr [ Ys c) for Y~ NO, 1)

But then if ✗ - NIM,F) you can get

PRIX⇐c) = Pr [ y ⇐ ]

[
fromtable



Expectation Variance

suppose ✗ ~NO, 1) is standard normal

Then p . d. f. is flx) = ¥, e-
✗42

a
•

EIN = / xflxldx =¥- (f)✗ e-✗"dx + f.✗e-×%dx]=O
→

e-
✗42
symmetric about 0



Expectation Variance

suppose ✗ ~NO> 1) is standard normal

Then p . d. f. is flx) = ¥, e-
✗42

O o
•

Efx] =/ xflxldx =¥
,

✗ e-×%d× + fxé×%dx]=O
→

e-
✗42
symmetric about 0

u = ✗ du = ✗e-
✗%d×

E-1×4 = ¥ f) ✗'e-×%dx du=d× ✓ = - e-
✗%

= ¥
.

[✗e-"KL; + [ e-
""
d×]

= ¥ [e-×%d×= I ⇒ Vavlx)= 1



Expectation Variance (cont. )

For ✗~ NCO, 1) : EW =0 Vara)= 1

For ✗ ~ NIM,F) , then Y = ¥^ ~ NO, 1) so :
E- (9)= E- [¥7 = 0

⇒ e- [ ×] =M

Var 197 = Var (KI ) = I

⇒ Var/ x) = oz

This explains notation M, or



Sum of Independent Normals

Fact : If ✗~N(0,1) and Y ~NO, 1) are independent ,
and a , b are constants ,

then

a✗+ by ~ NO, oft 5)

Note : Expectation variance are obvious from :

E- [a✗+by] = a ECX] + BE (9) = 0

Van (aX+bY) = Var fax)+ Van(BT) [independent ?]

= a-Var(X) -15Var(9) = aztb

Not so obvious : all -1 by is Nonfat



"

pioof ! Since X, Y are independent their joint p .d.f.
is ft, y) = f× G) fy (y) = 2¥ e- 1×451/2

This function is rotationally symmetric around 0

So a✗ + by = t is a vertical
"

slice
"

that can

be rotated to ✗ = jay-z ( preserves distance from 0)
Details : Note 21



Fact : If ✗~NIO, 1) and Y ~NO, 1) are independent ,
and a , b are constants ,

then

a✗+ by ~ NO, oft 5)

Generalization : If ✗ ~ N(M×, %) and Y- N/My , 55)
are independent

,
them

a✗+ by ~ N(aM×+bM, , drei+ b'ri )

Reef : Apply above Factto standard normals

×-m and YI÷



Central Limit Theorem

Recall : average of many independent samples of
the same r- v .

✗ , , Xz , - - . i. i. d. Elxi)=M Vara;) -_ 62

Sample average : WISN when> Sn= X
,
-1 . - -+XN

Amazing Fact : As N→• , the distribution of
INSN approaches NCM.TN)

El 'Sn)=-fEEHi]=µ . Var(ÉSn)=£zEVar(Xi)= 04N .



Scale £5m so that limit is standard normal :

Sn -M

⇒
= %:#

Central Limit Theorems For i. i.dr.ir.'s Xi with

Efxi]=M
,
Var/Xi ) = oh

,
the distribution of SYFY

converges to NCO> 1) as N→ as

C

¥ :

pr[s;¥^ £ c)→ ¥÷f•é×%d× as N→•

forany constant



CLT: Example Xin Geom(1/6)
.

Distribns . of Ink,-1 - - -+XD
M = Yp = 6 or

-
= ¥ = 30

"

width
"

of distribution I %r→ 0 as N→•


